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Abstract 

Background The need for arterial blood data in quantitative PET research limits the wider usability of this imaging 
method in clinical research settings. Image‑derived input function (IDIF) approaches have been proposed as a cost‑
effective and non‑invasive alternative to gold‑standard arterial sampling. However, this approach comes with its own 
limitations—partial volume effects and radiometabolite correction among the most important—and varying rates 
of success, and the use of IDIF for brain PET has been particularly troublesome.

Main body This paper summarizes the limitations of IDIF methods for quantitative PET imaging and discusses some 
of the advances that may make IDIF extraction more reliable. The introduction of automated pipelines (both com‑
mercial and open‑source) for clinical PET scanners is discussed as a way to improve the reliability of IDIF approaches 
and their utility for quantitative purposes. Survey data gathered from the PET community are then presented 
to understand whether the field’s opinion of the usefulness and validity of IDIF is improving. Finally, as the intro‑
duction of next‑generation PET scanners with long axial fields of view, ultra‑high sensitivity, and improved spatial 
and temporal resolution, has also brought IDIF methods back into the spotlight, a discussion of the possibilities 
offered by these state‑of‑the‑art scanners—inclusion of large vessels, less partial volume in small vessels, better 
description of the full IDIF kinetics, whole‑body modeling of radiometabolite production—is included, providing 
a pathway for future use of IDIF.

Conclusion Improvements in PET scanner technology and software for automated IDIF extraction may allow to solve 
some of the major limitations associated with IDIF, such as partial volume effects and poor temporal sampling, 
with the exciting potential for accurate estimation of single kinetic rates. Nevertheless, until individualized radiome‑
tabolite correction can be performed effectively, IDIF approaches remain confined at best to a few tracers.
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Background
Positron emission tomography (PET) provides remark-
able insight into human physiology and pathophysiology 
due to its ability to reveal interactions between radioli-
gands and enzymes, receptors, and transporters.

While most clinical PET applications remain confined 
to single-frame, static imaging, research PET experi-
ments typically require long dynamic acquisitions (60–
120  min) to fully describe the tracer kinetics and allow 
its quantification by compartment modeling and related 
approaches. Common outcome parameters include single 
rate constants (K1 [mL/cm3/min]), k2  [min−1], k3  [min−1], 
k4  [min−1]), and/or macrokinetic parameters (e.g., net 
influx constant Ki [mL/cm3/min], total distribution vol-
ume VT [ml/cm3], binding potential BPND [unitless]) [1]. 
These parameters are useful for many applications, such 
as the measurement of drug occupancy, or the assess-
ment of new radioligands [2].

The gold-standard in vivo approach to kinetic param-
eter estimation often requires measuring the metabolite-
corrected tracer concentration in arterial plasma (Cp 
[kBq/mL]), i.e., the arterial input function (AIF), which 
requires arterial sampling. Arterial cannulation is not 
particularly dangerous: Local complications arise only 
in rare cases and are usually resolved by medical inter-
vention [3]. However, arterial sampling is still an invasive 
procedure which can cause discomfort, and may discour-
age participation in PET research studies [4], especially 
for elderly and fragile individuals, or when repeated can-
nulations are required. Moreover, blood sampling adds to 
the total cost of PET acquisition, due to the need for spe-
cialized equipment and personnel (e.g., anesthesiologist 
to insert the arterial line, laboratory personnel to handle 
blood samples and perform radiometabolite correction, 
etc.). Sampling errors can also occur, and the AIF needs 
to be “noise-free” to avoid error propagation to kinetic 
estimates [5].

To eliminate the invasiveness of arterial sampling, three 
of the most popular alternative approaches which have 
been proposed to potentially achieve absolute quantifi-
cation of PET data are: (1) image-derived input functions 
(IDIF), i.e., obtaining the input from blood pools within 
the PET images themselves [3, 6], (2) population-based 
input functions (PBIF), i.e., using an average AIF from an 
independent subject group after rescaling it with indi-
vidual information, such as one or two blood samples [7], 
(3) simultaneous estimation (SIME) of kinetic parameters 
and the input function itself from multiple tissue time-
activity curves (TACs) obtained from PET images [8]. 
Specifically, as fully detailed in [3], PBIF approaches have 
many advantages (they are simple and independent of the 
scanner’s technical characteristics), but can suffer from 
misestimation of the peak and metabolite fraction, while 

SIME approaches incur into identifiability issues and thus 
still require some “anchors” (usually, one or more blood 
samples) for accurate estimation of the metabolite-cor-
rected input. Other approaches for deriving the blood 
input non-invasively include the use of wrist positron 
detectors [9], or even dual-PET systems for scanning the 
heart (for input extraction) simultaneously with another 
organ, e.g., the brain [10]. In addition, if a reference 
region devoid of specific target binding (and with com-
parable blood-to-tissue exchanges to the other regions) is 
available, it can be used as a surrogate input [11]. How-
ever, it can be challenging to identify such a region in 
practice, and reference-tissue approaches lack the ability 
to determine the absolute value of some kinetic param-
eters, especially K1.

IDIF seems to provide a rather simple and attractive 
solution to eliminate the invasiveness of arterial sam-
pling. This approach typically requires identification of 
a vascular structure in the PET field of view (FOV), seg-
mentation or delineation of a region of interest (ROI) 
in the vessel to extract the TAC; correction for partial 
volume effects (PVEs) (Fig.  1); finally, corrections for 
plasma vs. blood differences and for radiometabolites are 
required (see below). In some cases, approaches to extract 
IDIF directly without segmentation have also been pro-
posed, such as blind source separation [12] or machine/
deep learning [13].

Despite its theoretical advantages, the actual useful-
ness of IDIF has been questioned, particular with regard 
to brain imaging [3], where IDIF is used in a minority of 
studies. This skepticism toward IDIF is due to a variety 
of factors: (1) the impact of PVEs in small vessels; (2) 
IDIF’s inability to account for radiometabolite activity 
and difference between plasma and whole-blood tracer 
concentrations; (3) its susceptibility to motion; and (4) its 
dependence on the settings of reconstruction algorithms 
(including the reconstruction time grid and smoothing 
level).

This paper provides a brief update of IDIF approaches 
in human PET studies. A strong focus is placed on 
advances made in the last decade and efforts to make 
IDIF more accurate and reproducible for conventional, 
limited axial FOV PET scanners; such efforts include the 
development of IDIF extraction pipelines in open-source 
and commercial software [14, 15].

The paper also presents results from a survey dissemi-
nated to the PET imaging community that sought to 
gather information about their experience implementing 
IDIF approaches and gauge current opinion on the use of 
IDIF, especially for brain PET [3].

Finally, the paper discusses how next-generation PET 
scanners are starting to provide interesting possibilities 
for overcoming current IDIF limitations, including the 



Page 3 of 15Volpi et al. EJNMMI Research           (2023) 13:97  

advantages of long axial field of view (LAFOV) scanners 
and scanners with ultra-high sensitivity and spatial and 
temporal resolution [16].

Main text
The known issues of IDIF approaches
Vessel size and partial volume effects
Among the most relevant factors determining the feasi-
bility of an IDIF approach is the vessel diameter. When 
large vessels are available in the FOV, IDIF extraction 
has been successful since the early days of PET. The tho-
racic aorta (inner diameter: 2.5–3 cm) and the left ven-
tricle have been frequently employed as extraction sites 
for studies of the heart [17] and lung [18]. Similarly, the 
abdominal aorta (~ 2 cm) has been used for liver imaging 
[19] and the common iliac arteries (~ 1 cm) for prostate 
cancer studies [20]. The availability of the aorta and other 
large blood pools in the FOV has made IDIF the prevail-
ing approach for input function extraction in cardiac and 
oncological studies, so that IDIF-based quantification 
of myocardial blood flow (MBF) (using 82Rb,  [15O]H2O 
and other perfusion tracers [21]) has been successfully 
brought to the clinic.

IDIF extraction is instead known to be very challeng-
ing when only small-diameter, convoluted vessels, and/
or with complex surrounding anatomy, are present 
inside the FOV. Brain studies, in particular, have had to 
face this issue, with the internal carotid artery having a 
caliber of ~ 4 to 5 mm, which is smaller than the spa-
tial resolution of most clinical PET scanners (~ 5 mm) 

[3]. The limited PET spatial resolution relative to the 
vessel diameter introduces PVEs and spillover effects 
(spill-out and spill-in), which lead to loss of signal for 
objects smaller than 2 times the scanner’s point spread 
function (PSF) full width at half maximum (FWHM) 
[22], and can alter the amplitude and shape of the 
vascular signal [3]. Even in the case of the HRRT, i.e., 
the brain-dedicated scanner with the highest sensitiv-
ity and spatial resolution until recently, extracting a 
carotid IDIF free of PVE artifacts was shown not to be 
feasible [23]. Of course, in case of vascular pathology 
(e.g., arterial inflammation or trauma), the situation 
is made even more complex by potentially increased 
tracer uptake in the vessel wall, which produces spill-
in effects.

To try and minimize the artifacts affecting IDIFs 
obtained from difficult extraction sites, multiple cor-
rection and calibration approaches have been devel-
oped, involving the use of blood samples or the 
estimation of recovery coefficients from knowledge of 
the vessel volume and scanner resolution, as detailed 
in [3]. The methods requiring blood samples are typi-
cally expected to be the most accurate [3]. Using venous 
instead of arterial samples for calibration is sometimes 
possible, if arteriovenous equilibrium occurs within the 
scan duration, with the advantage of lower invasive-
ness [6]. Next-generation PET scanners with LAFOV, 
increased sensitivity and spatial resolution, seem to be 
very promising for this issue [16].

Fig. 1 IDIF extraction pipeline. Example of a pipeline for IDIF extraction as typically adopted in the literature: vessel identification (A), vessel 
segmentation (B), voxel selection (C), partial volume effect correction (according to Chen’s approach [6]) (D), model fitting (E)
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The unsolved issue of radiometabolite correction
Another main argument against IDIF approaches is that 
they usually still require blood sampling to account for 
radiometabolite activity. To obtain the proper input func-
tion (i.e., parent concentration in the arterial plasma), 
whole blood must first be centrifuged to separate the 
plasma, and the parent concentration in plasma must 
be separated from that of radiometabolites. With some 
notable exceptions, like  [18F]fluorodeoxyglucose  ([18F]
FDG), the majority of PET tracers produce radiometabo-
lites, which contribute to the measured radioactivity in 
the blood, and image-based approaches cannot distin-
guish them from the parent compound [3].

A population plasma parent fraction has been used, 
even in recent work, in case of low inter-individual vari-
ability [24]. For tracers with significant between-subject 
variability in the parent fraction (which can depend on 
various physiological or pathophysiological factors, e.g., 
sex, diseases, or drugs affecting hepatic function, etc. 
[3]), the use of a few late venous samples (when metabo-
lite concentration is maximal) has been proposed [24, 
25]. However, great caution is required because arterial 
and venous metabolite concentrations often differ, even 
at late time points [26]. Moreover, some authors have 
proposed using a reduced number of arterial blood sam-
ples, but of course this invalidates the non-invasiveness 
of the procedure [27].

Additionally, tracer concentrations in plasma and 
whole blood are often not the same and the plasma-
over-blood (POB) ratio often varies over the duration of a 
PET scan [28]; in this case the use of venous samples, or 
a population-average curve scaled with venous samples, 
was shown to be an effective strategy for some tracers 
[24].

While the POB issue seems easier to address, the radio-
metabolite correction problem remains open. However, 
new solutions may come with the help of next-generation 
scanners.

The impact of motion and reconstruction
Motion artifacts are known to have a significant impact 
on long dynamic PET acquisitions [29], and their correc-
tion is important to improve IDIF accuracy, especially 
when calibration with blood samples is not performed 
[27]. In the thorax and abdomen, motion has a stronger 
impact, since, unlike head motion, body motion is non-
rigid. However, motion artifacts have been remarkably 
under-explored in the non-brain PET literature [29, 30]. 
This is an important issue, as body motion can result in 
severe misplacements of the vessel ROIs required for 
IDIF extraction, e.g., aorta [15].

The impact of image reconstruction on IDIF methods 
has been less explored. The choice of the reconstruction 

method (filtered back-projection, FBP vs. ordered subset 
expectation maximization, OSEM) may affect the qual-
ity of the IDIF curve. Scatter correction, which has been 
recognized as critically important to avoid biased kinetic 
estimates [31], is expected to impact IDIF estimation as 
well [3], especially at late times when the vascular tracer 
concentration is very low, and thus more susceptible to 
scatter artifacts. Additionally, noise reduction can have 
an important impact on IDIF recovery: The appropri-
ate adjustment of the smoothing parameters, during 
and after reconstruction, is crucial to avoid biased esti-
mates [32, 33]; moreover, advanced denoising approaches 
added to reconstruction have been shown to improve 
the match between IDIF and blood samples for  [18F]
FDG [34]. A critical aspect of image reconstruction is 
also selecting the PET frame duration, which requires a 
compromise between describing the rapid variations of 
the early IDIF and maintaining a sufficiently high signal-
to-noise ratio (SNR), which has been particularly dif-
ficult for low-sensitivity scanners [35]. Next-generation 
scanners are expected to lead to both new opportunities 
and new challenges in the area of motion correction and 
reconstruction.

For these reasons, especially in brain PET, IDIF 
approaches have failed to reach widespread applicability 
[3]. However, developments in scanner technology in the 
last decade—particularly the availability of next-gener-
ation PET scanners—may be able to address these criti-
cal issues, fostering a new era for IDIF and non-invasive 
quantitative PET.

Automatic IDIF extraction: open‑source and commercial 
pipelines for conventional PET scanners
Significant advances have been made during the last dec-
ade to make IDIF extraction more reproducible and reli-
able on conventional scanners with limited axial FOV 
(i.e., 15–30 cm). For instance, to obviate the variability of 
manual drawing of ROIs [36], automated pipelines have 
been developed [15, 37]. Some of these approaches have 
been included into fully automated routines for para-
metric imaging (i.e., voxel-wise mapping of the kinetic 
parameters of interest) (for an extensive list, see [14]).

Cardiac applications have already reached the clinic 
[21], thanks to the availability of large blood pools in the 
FOV. Specifically, multiple commercially or publicly avail-
able pipelines for quantification of MBF and MBF reserve 
have been developed, e.g., QPET [38], PMOD routines 
(http:// www. pmod. com/), SyngoMBF (https:// www. 
sieme ns- healt hinee rs. com), Carimas [39], Cardiac VuEr 
[40], FlowQuant [41]. These pipelines are usually appli-
cable to any cardiac perfusion tracer (i.e., 82Rb,  [15O]H2O, 
 [13N]ammonia, etc.). The software packages implement 
various strategies for IDIF extraction, e.g., (1) automated 

http://www.pmod.com/
https://www.siemens-healthineers.com
https://www.siemens-healthineers.com
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or semi-automated ROI placement, typically in the left 
ventricle, or the ascending aorta, (2) approaches based 
on factor analysis or clustering, or (3) hybrid approaches 
with ROI segmentation and factor analysis. Body and 
respiratory motion can potentially limit the accuracy of 
these methods [21, 29], as it can lead to misplacement of 
the ROI used for IDIF extraction, especially for longer 
stress studies; however, motion correction is not imple-
mented in most of the mentioned software packages. 
Some studies that tested and compared the performance 
of these pipelines found good agreement between soft-
ware packages [42, 43], but systematic evaluations of 82Rb 
studies on large cohorts reported significant differences 
in the estimates of MBF when comparing ROI-based 
methods with factor analysis [44]. Moreover, automated 
ROI placement was found to be unreliable for some of 
these pipelines (e.g., PMOD), with 30% failure rates, thus 
requiring manual adjustment [43].

Multibed–multipass imaging has made it feasible to 
perform whole-body dynamic PET imaging with conven-
tional PET scanners [45], with important applications 
for e.g., oncology [46]. With a continuous bed motion 
approach, the first 5  min can be dedicated to a single-
bed acquisition over the heart to capture the early IDIF 
kinetics, followed by multiple rapid whole-body passes to 
measure tissue kinetics and the IDIF tail [30]. Commer-
cial software for whole-body parametric imaging, with a 
focus on  [18F]FDG, has been made available by multiple 
vendors, including Siemens [15], GE, and United Imaging 
[47]. For instance, the FlowMotion MultiParametric PET 
suite, developed by Siemens for clinical PET/CT scanners 
with limited FOV (e.g., Biograph mCT, Vision 600 [48]), 
allows for IDIF extraction from the descending aorta or 
left ventricle, which are automatically identified on a low-
dose computed tomography (CT) scan using the ALPHA 
machine learning algorithm; a ROI is placed and regis-
tered to PET images to extract the IDIF [15]. The ROI can 
be manually adjusted, if necessary. Although clear assess-
ment criteria were missing, the success rate for this auto-
mated ROI placement was reported to be 95% [15], and 
it has already been applied in multiple studies, both with 
 [18F]FDG [48, 49] and other tracers [50]. However, full 
comparison with the AIF showed that the automated ROI 
placement requires rigorous quality control, and per-
forming additional motion correction is advisable [51]. It 
should also be noted that these whole-body acquisition 
routines require a compromise: if early scanning is dedi-
cated to a chosen blood pool, full-compartmental analy-
sis non-feasible [30].

Commercial software is not yet available for dedi-
cated brain imaging, where the FOV does not typically 
include large vessels. However, a variety of open-source 
approaches have been developed, especially for 

hybrid PET/MR scanners. The first step is usually ves-
sel segmentation, which can be performed either on 
anatomical images (MR, CT) or directly on early (perfu-
sion-weighted) PET images to avoid coregistration issues 
[52, 53]. For PET/MRI, using time-of-flight MR angiogra-
phy, in turn, can provide better vessel segmentation, thus 
minimizing coregistration issues [54]; moreover, con-
comitant MR acquisitions (for monitoring head motion) 
simplify PET motion correction [37, 46]; also, PET image 
quality may be significantly improved by using MR ana-
tomical prior information during image reconstruction 
[16]. Due to a relatively longer axial FOV (e.g., 26 cm for 
Biograph mMR [55]), these scanners also allow imag-
ing of larger vascular structures in the neck, includ-
ing part of the common carotids (6–7  mm [56]); IDIFs 
extracted from cervical vessels are potentially less likely 
to be affected by spill-in and interindividual variabil-
ity with respect to intracranial carotids [53] (Fig.  2). To 
further minimize PVE and spillover effects, aggressive 
voxel selection (e.g., via cluster analysis) [34, 53, 57] and 
calibration approaches [3] can be included. While IDIF 
calibration methods requiring one or more blood sam-
ples are expected to be the most accurate [58], PET/MRI 
allows for easier implementation of blood-free calibra-
tion, which relies on recovery coefficients estimated by 
knowing the carotid volume and scanner PSF [37]. One 
notable drawback of the current scenario is that IDIF val-
idation studies in the brain have been performed mainly 
on healthy controls [59].

In sum, PET/MRI IDIF methods have thus been pro-
posed for brain PET, especially for  [18F]FDG [34, 37, 53, 
60] and  [15O]H2O [61, 62], with satisfactory results com-
pared to the gold-standard AIF. Multiple automatic pipe-
lines specifically designed for PET/MR have also been 
made publicly available, including fully automated vessel 
segmentation and sophisticated blood-free partial vol-
ume correction (PVC) [37, 60]. Overall, when a rigorous 
pipeline for input function extraction and correction is 
applied, IDIF approaches have been shown to match well 
with gold-standard AIF in terms of parameter estimates 
and test–retest reliability, not only in cardiac studies [17], 
but also in the brain [37], exceeding the performance of 
PBIF and SIME [59].

IDIF application in the PET community: what is the “state 
of affairs”?
We sought to assess how the PET community perceives 
IDIF approaches, both in terms of their limitations 
and the efforts that have been made to improve their 
robustness and reproducibility. To this end, a survey 
was disseminated to several teams with a track record 
of quantitative PET imaging, through a) social media 
(LinkedIn), b) a list of emails compiled starting from a 
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literature search on PubMed (keywords “image-derived 
input function” and “PET”). The authors of the identi-
fied papers were selected after excluding publications in 
animal models. A copy of the survey and the full survey 
results are reported in Supplementary Materials. When 
indicated by an asterisk (*), survey participants were 
allowed to give more than one answer to the question.

In total, 110 researchers responded to the survey 
(Fig. 3, Additional file 1: Figs. S1–S4), and most (88%) 
had used IDIF in their studies. Survey respondents 
indicated they had used IDIF approaches in quantita-
tive PET studies comparing patient populations to 
healthy volunteers more frequently (68%) than in meth-
odological studies with healthy volunteers only (Fig. 3B, 
Additional file  1: Figs. S5, S6). This likely reflects that 
the applicability of IDIF has increased, perhaps due to 
the aforementioned automated routines for cardiac and 
whole-body applications. In addition, respondents used 
IDIF most frequently for brain PET (75%), with smaller 
percentages for heart, lung, liver, and whole-body 
PET imaging*. Notably, 18% of survey respondents 
also reported applying IDIF to other organs, including 

kidneys, intestine, prostate, breast, muscle, bone, and 
adipose tissue (Fig. 3C, Additional file 1: Fig. S7).

The most commonly used PET tracers in IDIF stud-
ies* were  [18F]FDG (n = 66),  [15O]H2O (n = 31), amy-
loid (n = 21) and TSPO (n = 19), and various oncological 
tracers (n = 31) (Fig. 3D, Additional file 1: Fig. S8). Thus, 
many respondents had used IDIF approaches when radi-
ometabolites had no significant impact on plasma tracer 
concentration  ([18F]FDG,  [15O]H2O).

With regard to PET scanners*, respondents indicated 
that they performed many IDIF studies on Siemens/
CTI ECAT EXACT HR + (n = 28) and Siemens Biograph 
mMR (n = 30) scanners, but they also reported using GE 
Discovery MI PET/CT (n = 19), Siemens Biograph mCT 
(n = 18), GE Signa PET/MR (n = 17), Siemens Biograph 
Vision 600 (n = 13), Siemens Biograph Vision Quadra 
(n = 12), Siemens HRRT (n = 12), Philips Gemini TF 
64 PET/CT (n = 11), and UIH uEXPLORER total-body 
scanner (n = 5) (Additional file  1: Fig. S9). While these 
results reflect in large part the local availability of each 
scanner system (e.g., the older HR + was prevalent in 
many centers), they also highlight how newer scanners 

Fig. 2 Comparing IDIF sites for brain PET. Comparison of three IDIF extraction sites (common carotid artery (CCA); internal carotid artery (ICA); 
superior sagittal sinus (SSS)) in 38 patients with glioma (brain PET acquisitions performed on a Biograph mMR scanner). IDIF curves (after the peak, 
fitted with a three‑exponential decay model, and normalized by their maximum) shown at the individual (colored) and population mean (black) 
level for each extraction site (panel A: CCA, panel B: ICA, panel C: SSS). SSS had the highest between‑subject variability, and CCA had the lowest. 
Panel D shows the mean fitted IDIFs (full‑time course on the left, 20–50‑min portion on the right). The curves are almost parallel, with CCA 
as the lowest and SSS the highest, thus suffering from highest spillover. As a note, the diameters of the three vessels are: CCA ~ 6 to 7 mm, ICA ~ 4 
to 5 mm, SSS ~ 3 to 4 mm



Page 7 of 15Volpi et al. EJNMMI Research           (2023) 13:97  

are providing the opportunity for researchers to conduct 
more IDIF studies; salient examples include the Biograph 
mMR, which led to the development of multiple IDIF 
pipelines for brain PET, and the next-generation scanners 
(Quadra, uEXPLORER).

When asked to rate IDIF approaches versus arterial 
sampling (Fig. 3E, Additional file 1: Fig. S10), most sur-
vey respondents expressed positive views on the poten-
tial of IDIF to yield results comparable to AIF if properly 
validated. They further endorsed the possibility that IDIF 
might overcome some of the drawbacks of conventional 
arterial sampling.

As to the most problematic issues for arterial sampling, 
the experimental complexity (Fig. 4, Additional file 1: Fig. 
S11), resulting in high failure rates and recruitment dif-
ficulties, was indicated; the higher costs and issues with 
reproducibility and accuracy were deemed less critical 
(Fig. 4A). Mixed assessments were reported regarding the 
risks of arterial cannulation to study participants (Addi-
tional file 1: Fig. S12). Among clinical populations, elderly 
participants, dementia patients, pediatric populations, 

and vascular disorders were deemed more problematic*, 
followed by psychiatric, hematological, and oncological 
disorders. Interestingly, while most survey respondents 
endorsed the view that the most problematic popula-
tion is non-cooperative participants, some considered all 
patient populations as problematic (Fig.  4B, Additional 
file 1: Fig. S13).

When asked to comment on the importance of pre-
processing and processing steps for IDIF (Fig. 4C, Addi-
tional file 1: Fig. S14), survey respondents endorsed PVC, 
voxel selection, and protocol validation as the most criti-
cal. They also unanimously selected the aorta as the best 
vascular site for IDIF extraction (60 participants gave it 
a rating of 5), followed by the cardiac chambers (Addi-
tional file  1: Fig. S15). This mirrors the scientific litera-
ture, including the pipelines for cardiac and whole-body 
applications described above [15]. Medium-sized arteries 
and venous vessels were perceived as more problematic, 
due to PVEs and different physiology, respectively.

As to imaging modalities for vessel segmentation, 
survey respondents selected early dynamic PET frames 

Fig. 3 Survey results: participants. Information on survey respondents, with respect to years of experience in PET imaging (panel A), frequency 
of IDIF use in their PET studies (B), region of the body (C), and PET tracers (D) for which IDIF was applied, and overall opinion on IDIF approaches 
on a scale from 0 (complete disagreement) to 5 (complete agreement) (E). When not otherwise specified, the axes refer to the absolute number 
of answers
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(most ratings = 4, 5) as the preferred method; nota-
bly, this method avoids coregistration. MR sequences, 
which are frequently acquired either sequentially or 
simultaneously, were also highly rated (Additional 
file  1: Fig. S16). Interestingly, when asked about voxel 
selection* (Additional file  1: Fig. S17), most survey 
respondents reported that they still perform manual 
delineation of vessels in MR or PET images (n = 54) 
and identify the highest activity voxels in the summed 
early PET frames (n = 53). However, more sophisticated 
approaches involving automatic vessel delineation and/
or clustering of dynamic PET data, are also employed 

by many survey respondents (n = 24 and n = 28, respec-
tively), reflecting the broader availability of and greater 
interest in automated pipelines.

With regard to kinetic estimates obtained with IDIF 
approaches (Additional file  1: Fig. S18), respondents 
deemed that tissue-to-blood ratios and macroparam-
eters like Ki or VT from graphical methods were reli-
able (more than 50 survey respondents gave this item 
a rating of 4). Opinion was more mixed for micropa-
rameters derived from full-compartment modeling, 
which require a more accurate description of full IDIF 
kinetics.

Fig. 4 Survey results: arterial blood sampling and IDIF protocol. Arterial blood sampling—survey respondents were asked to rate how problematic 
a series of issues related to arterial sampling were, on a scale from 0 (not problematic) to 5 (very problematic) (panel A), and for which populations 
it was more difficult to conduct a full PET acquisition with arterial sampling (B). IDIF protocol—survey respondents rated how critical each 
of the common steps in an IDIF pipeline was (from image reconstruction to validation) on a scale from 0 (not critical) to 5 (very critical) (C). The 
X‑axes refer to absolute number of answers
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Next‑generation PET scanners and the new vision for IDIF
In recent years, PET scanner sensitivity and spatial 
resolution have improved, with longer axial FOVs 
(i.e., LAFOV), leading to impressive advancements in 
whole-body imaging (total-body scanners, e.g., uEX-
PLORER, < 3  mm FWHM, axial FOV 194  cm [63]; 
Vision Quadra, 3.3 FWHM, axial FOV 106  cm [64]), 
as well as organ-dedicated imaging (e.g., NeuroEX-
PLORER, < 1.8  mm FWHM, axial FOV 48  cm [65]; 
Prism-PET, 1  mm FWHM, axial FOV 25.5  cm [66], 
ultra-high resolution PET, 1.3  mm FWHM, axial FOV 
27.1 cm [67]).

The most relevant improvements followed the devel-
opment of solid-state PET detectors—which have had a 
remarkable impact on PET sensitivity (> 20 counts per 
second/kBq)—as well as improvements in spatial reso-
lution (< 3  mm) and temporal resolution, especially due 
to depth-of-interaction capabilities and time-of-flight 
(TOF) information, with time resolution reaching 200 
picoseconds [16]. These remarkable advances have led to 
a renaissance in both quantitative PET research [14, 29] 
and IDIF specifically.

When exploring the PET community’s perception, the 
greatest advantage of next-generation scanners was con-
sidered to be the inclusion of large vessels in the FOV, 
particularly the aorta (Fig. 5, Additional file 1: Fig. S19); 
survey respondents also endorsed improved scanner sen-
sitivity, more precise description of the early tracer kinet-
ics, and improved spatial and temporal resolution, which 
allow more reliable IDIF extraction from smaller vessels. 

Another perceived advantage of whole-body and total-
body PET is the possibility of obtaining metabolite infor-
mation from multi-organ kinetic modeling (Additional 
file 1: Fig. S21) (see Sect. 4.3).

When asked about the most pressing issues to address 
with these new capabilities, survey respondents con-
sidered metabolite correction to be the main challenge. 
Motion correction and PVC were also considered criti-
cal problems, followed by optimization of reconstruction 
and small vessel segmentation approaches (Additional 
file 1: Fig. S20).

We will now discuss more in depth these potential 
advantages of next-generation scanners and how they 
may make IDIF approaches more robust and more widely 
applicable.

A game changer for large and small vessels
New scanners may effectively minimize the problem of 
PVEs by either imaging large vessels thanks to a longer 
FOV, or by imaging smaller vessels with a higher spatial 
resolution and sensitivity.

The growing availability of LAFOV scanners (especially 
total-body scanners) has become easier to include large 
blood pools such as the ascending and descending aorta 
[4, 49, 68], or the left ventricle [69], in the FOV, which 
has fueled a renewed enthusiasm for IDIF approaches, 
both for the brain and other organs. The presence of large 
vessels has markedly simplified the steps needed for a 
robust IDIF extraction pipeline because vessel segmen-
tation and voxel selection have become much easier (see 

Fig. 5 Survey results: IDIF and next‑generation PET scanners. The participants were asked to rate the potential impacts that new scanners may 
have on IDIF research (A) and the top priorities for IDIF research with next‑generation scanners (B) on a scale from 0 (no importance) to 5 (high 
importance). The X‑axes refer to absolute number of answers
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“Main text” Section) [15, 70]. Motion artifacts (especially 
those related to respiration) significantly impact thoracic 
PET acquisitions [16, 29], potentially resulting in severe 
misplacement of the ROIs positioned for IDIF extraction 
[51]. However, the choice of the aorta seems a good com-
promise when considering motion and PVEs [68]. More-
over, advanced spatiotemporal reconstruction algorithms 
(which go beyond independent reconstruction of each 
PET frame) are beginning to take respiratory motion into 
account, thus facilitating IDIF extraction from thoracic 
vessels [71]. Another aspect that needs to be taken into 
account is the fact that the activity measurements in large 
arteries and heart exhibit an earlier, higher and narrower 
peak than those from peripheral arteries [4]. Peripheral 

arteries are closer to the activity in arterioles and capil-
laries (i.e., the local input to the tissue system) in terms 
of delay (i.e., variable appearance time of radioactivity 
in the blood in different sites depending on distance and 
blood velocity) and dispersion (i.e., the smearing of the 
blood radioactivity curve due to inhomogeneity in blood 
velocity fields, causing a change in the shape of the input) 
(Fig. 6).

Delay and dispersion have little impact on parameter 
estimation approaches based on the IDIF area under 
the curve (AUC), like graphical methods [4]; on the 
other hand, if microparameters are of interest, espe-
cially K1 which is a scaling factor of the input function, 
more attention to the shape of the whole IDIF curve is 

Fig. 6 Comparing delay and dispersion of multiple IDIF sites. Impact of IDIF extraction site on input delay/dispersion and kinetic parameter 
estimates, specifically  [18F]FDG Ki in the brain. Total‑body PET maximum intensity projection image of different vascular sites for IDIF extraction, i.e., 
pulmonary artery (PA, ~ 3 cm), left ventricle (LV, ~ 4 to 6 cm), descending aorta (DA, ~ 2.5 to 3 cm), common carotid arteries (~ 7 mm), jugular veins 
(~ 0.8 to 1.2 cm) (A). Simulated IDIF curves representing the delay/dispersion characteristics of each site (B). Ki parametric maps (brain), showing 
how Ki is higher for the carotid IDIF due to the smaller IDIF AUC with respect to the LV (C). Differences in delay and dispersion between IDIF 
extracted from the aorta (black) and AIF obtained from radial artery (red) in a simulated  [18F]FDG PET study; the full‑time course is shown on the left, 
and the first four minutes on the right (D)
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required. Adjustments for delay and dispersion thus need 
to be taken into account if comparing the aorta IDIF with 
a reference AIF drawn from the radial artery (Fig. 6D) [4, 
37, 59, 72]. Incorporating IDIF time delays for different 
organs [72] and addressing the effect of dispersion [73] 
via joint estimation were both shown to have significant 
impact on kinetic estimates in total-body PET. A further 
development could be to use deep learning for predicting 
delay and dispersion along with the input function at the 
voxel level [74].

Next-generation scanners are also expected to improve 
imaging of smaller vessels, like the carotids (~ 4 to 7 mm) 
and femoral arteries (~ 8  mm). Spillover and PVEs, in 
particular, should be considerably reduced in response 
to the high sensitivity and spatial resolution of these sys-
tems, which allow reliable selection of vascular voxels 
without risk of contamination from surrounding tissues. 
Nonetheless, even in PET studies with high-performance 
scanners (Vision Quadra, PennPET Explorer, uEX-
PLORER), IDIF extraction from the carotid arteries has 
not been considered reliable when simple ROI placement 

is used [68–70], unless more sophisticated PVC is imple-
mented [75].

In contrast, brain-dedicated PET scanners such as the 
NeuroEXPLORER are expected to perform markedly 
better; as an example, such scanners are able to image the 
internal carotids with unprecedented spatial resolution 
(< 2  mm). An axial FOV of ~ 50  cm also makes it possi-
ble to extend the assessment to the neck vessels in their 
entirety, obtaining a more precise estimate of the activity 
in the common carotids, as well as information from the 
aortic arch for comparison [65].

High temporal resolution and accurate IDIF sampling
The exceptional sensitivity of new PET systems, in con-
junction with dedicated spatiotemporal reconstruc-
tion algorithms [76], allows to reconstruct frames with 
a higher number of counts: This leads to the possibility 
to achieve high temporal resolution, with 1–2 s or even 
sub-second framing (Fig.  7). Following how IDIF kinet-
ics change over time, and accurately estimating the IDIF 
peak, can be important for specific parameters (i.e., K1, 

Fig. 7 Impact of temporal resolution on PET tracer kinetics. Assessing the impact of higher (two‑second frames, in black) and lower temporal 
resolution (10‑s frames, in red) on regional time‑activity curves in different regions of interest: left ventricle, myocardium, kidney, and lung. 
Simulation reproducing the first minute of data from a dynamic  [18F]FDG PET scan performed on a scanner with ultra‑high temporal resolution
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which is sensitive to the early input function); however, 
for tracers with high metabolite fraction (e.g.,  [11C]
PBR28 [3], [carbonyl-11C]WAY-100635 [25]), the marked 
drop in the tail AUC after metabolite correction makes 
the accurate description of the peak important for other 
parameters as well (e.g., VT).

While IDIFs from next-generation scanners have 
been mainly tested with simplified quantification 
approaches [4, 68] that only rely on the input AUC, 
reliable estimation of the peak will make more complex 
modeling approaches more feasible, particularly the 
ability to estimate microparameters via compartmental 
modeling [14, 70].

An additional perspective offered by high-temporal-
resolution PET imaging is the ability to expand the 
range of applicability of conventional kinetic modeling. 
For instance, a standard one-tissue compartment model 
describing early  [18F]FDG PET data (0–3  min, binned 
into 2  s-frames, uEXPLORER scanner, fast  [18F]FDG 
bolus) was outperformed by a time-varying kinetic model 
which allowed to resolve a vascular phase (blood flow) 
and tissue uptake phase (tracer delivery K1) in a single 
scan [14, 77].

Can multi‑organ kinetics provide information for metabolite 
correction?
Respondents in our survey indicated that radiometabo-
lite correction as the most difficult obstacle to overcome 
for widespread IDIF implementation. While consider-
able skepticism exists regarding whether next-gener-
ation scanners can address this issue, it is intriguing to 
consider the possibility that total-body imaging systems 
such as the uEXPLORER (or whole-body acquisitions 
on clinical scanners) might allow the development of 
whole-body physiological models of radiotracer metab-
olism, thus enabling accurate estimation of the parent 
input function without needing metabolite information 
obtained via arterial sampling [14]. While whole-body 
physiologically based pharmacokinetic models have 
been extensively employed in drug development [78], no 
well-validated data on their application to PET kinetic 
modeling exist yet. Ideally, once the appropriate com-
partment model for a given tracer’s parent fraction is 
formulated [79], whole-body PET data (from liver, lung, 
spleen etc.) would provide information that could be 
used to estimate the model parameters [80]. Deep learn-
ing approaches could potentially be used to make these 
highly nonlinear whole-body models more efficient to 
estimate and use [74].

Regardless, richer PET data from a spatial and tem-
poral perspective might provide additional power to 
approaches that have already shown some promise, 

such as combining IDIF with SIME-based approaches to 
obtain a metabolite-corrected input function [59, 81].

Conclusions
Significant improvements in PET scanner technology 
achieved in the last decade, such as high sensitivity, 
high spatiotemporal resolution, and long  axial FOV, 
may effectively solve some of the limitations associ-
ated with IDIF, such as voxel-level noise, partial vol-
ume effects and poor temporal sampling, making IDIF 
approaches more feasible and reliable. These advances, 
along with more reliable automated IDIF extraction 
approaches, may allow reliable quantification of the 
activity concentrations in the blood, including during 
the early peak, a necessary prerequisite for quantifica-
tion with compartmental modeling. This leads to the 
intriguing possibility of potentially obtaining not only 
unbiased and precise macrokinetic parameters, but also 
microparameters (e.g., K1 [19]), thus entering into a 
new era of exploration for physiology and pathophysi-
ology [82–84], and finally reaching clinical application 
of absolute quantification of PET data. With these per-
spectives, exciting times lie ahead.

Nevertheless, individualized radiometabolite cor-
rection remains an unsolved challenge. A theoretical 
approach, for which no viable demonstration exists yet, 
would be to estimate tracer metabolism from multiple 
organ kinetics in a dynamic whole-body scan. Until this 
issue can be solved effectively, IDIF may continue to be 
marginally employed both in clinics and in research, with 
the exception of a few tracers  ([18F]FDG).
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